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 ABSTRACT : An artificial consciousness permeates globalized societies; technology is all around us, in 

science, in science fiction, in daily life. This relationship continues to be processual, technologies continue to 

move forward, assisting or, perhaps, encroaching on the human body. In modern society, we are increasingly 

becoming merged with the technology around us, wearing it and implanting it. This allows us to contemplate the 

merging of the organic and the inorganic. Bodies are being remapped by technology and rigid notions of 

subjectivity are reconfigured and societal norms are disrupted and shifted. Questions and issues regarding 

ability, identity, and a struggle for embedded agency in relation to technologies are principal concerns of the late 

twentieth and early twenty-first centuries. Immediately recognizable, culturally ubiquitous, androids, cyborgs, 
and robots, need no introduction. Yet their very familiarity obscures their meaning, this paper attempts to 

unpack how humans see these artificial humans and how we interpret their representation. 
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I.INTRODUCTION 
In this section, we briefly survey events and work that have made modern robot technology possible. 

Although most robot technology was primarily developed in the mid and late 20th century, it is important to 
note that the notion of robot-like behavior and its implications for humans have been around for centuries in 

religion, mythology, philosophy, and fiction [1]. 

 There are reports of automata and mechanical creatures from ancient Egypt, Greece, and China. The 

Iliad refers to golden maids that behave like real people [2]. The idea of golem, an “artificial being of Hebrew 

folklore endowed with life” has been around for centuries [3,4]. Ancient Chinese legends and compilations 

mention robot-like creations, such as the story from the West Zhou Dynasty (1066BC–771BC) that describes 

how the craftsman Yanshi presented a humanoid. The creation looked and moved so much like a human that, 

when it winked at the concubines, it was necessary to dismantle it to prove that it was an artificial creation [5]. 

During the Tang Dynasty, a craftsman, Yang Wullian made a humanoid robot which resembled a monk. It could 

beg for alms with a copper cup, put it in place after collecting and even bow down to the person who gave alms 

to the robot. All these movements were mechanically actuated and were either in a fixed sequence or under 

manual control [6]. Similar robotic devices, such as a wooden ox and floating horse, were believed to have been 
invented by the Chinese strategist Zhuge Liang [1], and a famous Chinese carpenter was reported to have 

created a wooden/bamboo magpie that could stay aloft for up to three days [7]. 

 In the 15th century, Leonardo da Vinci drew up schematics for a mechanical robot knight. It consisted 

of a knight‟s armor, which was fitted with gears, wheels and pulleys. It was controlled using cables and pulleys. 

This robotic knight could lift its visor, sit or stand and could move its head. Using the plans of the robotic knight 

made by Leonardo da Vinci, robotist Mark Rosheim built a prototype of the knight in 2002. He further modified 

the design and made it more advanced by introducing the ability to walk [8]. 

Early robot implementations were remotely operated devices with minimal autonomy. In 1898, Nicola 

Tesla demonstrated a radio-controlled boat, which he described as incorporating “a borrowed mind.” In fact, 

Tesla controlled the boat remotely. Tesla hypothesized, “. . . you see there the first of a race of robots, 

mechanical men which will do the laborious work of the human race.” He even envisioned one or more 
operators simultaneously directing 50 or 100 vehicles [1]. 

In the 20th century we entered the era of robotics. An early example includes the Naval Research 

Laboratory‟s “Electric Dog” robot from 1923. Robots were created for many different purposes in multiple 

industries, including attempts to remotely pilot bombers during World War II, the creation of remotely piloted 

vehicles, and mechanical creatures designed to give the appearance of life [9]. In 1940, the first humanoid robot 

named Elektro [10] was created by Westinghouse Electric Corporation. It could only move its arms and head, 
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move around on a wheel in its base, and it could play recorded speech. It consisted of photoelectric eyes and 

could distinguish between red and green light [6]. 

Complementing the advances in robot mechanics, research in artificial intelligence has attempted to 

develop fully autonomous robots. The most commonly cited example of an early autonomous robot was Shakey, 

which was capable of navigating through a block world under carefully controlled lighting conditions at the 
glacially slow speed of approximately 2 meters per hour [11]. Many agree that these early works laid a 

foundation for much that goes on in robot hybrid control architectures today [12,13]. 

The real challenge in production of autonomous humanoid robot is not just the designing but also 

programming and developing human functionality. It is important to design a humanoid robot as closely as 

possible to the design characteristics of a human being. The robot should also be able to communicate easily 

with the others and also should be able to take decisions on its own. The design was a difficult part to execute, 

since the extra ordinary balancing capability of the human being was not an easy task to understand and imply 

on a humanoid robot [6]. 

In 1973, Wabot-1, the first humanoid robot which could walk on two legs, communicate with a human 

and transport objects was created by Waseda University [14]. Although it could walk on two legs, the robot 

could only walk on flat surfaces.  

A further breakthrough in autonomous robot technology occurred in the mid-1980s with work in 
behavior-based robotics [15,16]. Indeed, it could be argued that this work is a foundation for many current 

robotic applications. Behavior-based robotics breaks with the monolithic sense-plan-act loop of a centralized 

system, and instead uses distributed sense-response loops to generate appropriate responses to external stimuli.  

The combination of these distributed responses produces “emergent” behavior that can produce very 

sophisticated responses that are robust to changes in the environment.  

Robot behaviors initially focused on mobility, but more recent contributions seek to develop lifelike 

anthropomorphic behaviors [17] acceptable behaviors of household robots [18], and desirable behaviors for 

robots that follow, pass, or approach humans [19,20,21]. 

Robots have also factored in multiple works of fiction, such as the mechanical-like birds that were 

present in the 1933 poem Byzantium by W. B. Yeats [22]. Robots have always had a large presence in science 

fiction literature, most notably the works of Isaac Asimov [23]. Many state that Asimov‟s Laws of Robotics 
acted as forerunners to the first design guidelines for human-robot interaction metaphors. 

 

1.1 Definitions 

The word “robot” originates from the Czechoslovakian word robota which means work [6]. “Robot” 

appears to have first been used in Karel Chapek‟s 1920‟s play Rossum‟s Universal Robots (the character was a 

servant robot, which resembled the structure of a human being), though this was by no means the earliest 

example of a human-like machine [24]. 

The term cyborg was first used in 1960 to describe human-machine interfaces (cybernetic organisms) 

which could adapt to new environments, specifically space travel [25]. These cyborgs were intended to taken 

care of tasks automatically and unconsciously, leaving their creators free to explore, to create, to think, and to 

feel. A summary of accepted definitions is given in the following list [26]. 

 

 Cyborg:An organism with synthetic hardware which interacts directly with the brain, and alters the way it 

functions. 

 Robot:A machine designed to perform a task. A digitally driven creature that senses and moves. 

 Android:A robot designed to mimic human behavior and/or appearance. 

 Bionic:Any organism which has mechanical or robotic hardware designed to augment or enhance the body. 

 Sentient:Responsive to or conscious of some impression and context; aware. 

 

The words „robot‟, „android‟ and „cyborg‟ permeate modern culture, demonstrating a need for a radical 

rethinking about human positioning in the world. Our human subjectivity, seen in relation here to the digital 

technologies that surround us, becomes a shifting, difficult concept. Some argue that we are already cyborgs and 
therefore there is no need to question the shift; that humans are slipping into the technology world, appearing 

only as projections as we are becoming fully immersed in the technology [27,28]. 

McLuhan and Moos [29] describe how we often see technology as an extension of our bodies, perhaps 

a response to existential and spiritual uncertainties, as we try to leave our fallible mortal bodies behind. A range 

of modern technologies are able to reconfigure our bodies as “dynamic fields of action in need of regulation and 

control” [30]. The terms robot and cyborg can be viewed in both a literal and metaphoric sense, asking questions 

regarding what it means to have a body, to share a body, and what it means to lose physical control of your own 

body [31]. 
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Artificial people may be mechanical, but they may also be engineered through chemical or 

biotechnological means, cloned, altered, or reconstructed. While such modes of production reference 

technological realities, actual artificial people are truly imaginary, creatures of fiction, the imagination, and the 

magic of representational media. And yet despite their unreality they seem to inform a host of cultural domains 

and debates, participating in a dense web of interactions between fiction and reality in contemporary culture 
[32]. 

 

1.2 Applications 

There are millions of robots in day-to-day use all around the world, and the rate of take-up of these 

systems is increasing rapidly [33]. Over time, it has been the goal for creators and manufacturers to expand the 

definition of what a robot is; in other words, the tasks robots are able to perform are continually expanding with 

manufacturing, hospitals and space exploration seen as common areas of interest for robotics [34.35]. It is 

generally felt that robots have emerged into an era of „weak‟ Artificial Intelligence (A.I.) where currently they 

can imitate humans without being independent [36]. Either through autonomous means, or extensive exhaustive 

programming, robots have the potential to better everyday life.  

This is perhaps nowhere more evident than in the very successful application of unmanned underwater 

vehicles that have been used to explore the ocean‟s surface to find lost ships, explore underwater life, assist in 
underwater construction, and study geothermal activity [37]. The development of robust robot platforms and 

communications technologies for extreme environments has also been successfully used by NASA and other 

international space agencies. Space agencies have had several high profile robotic projects, designed with an eye 

toward safely exploring remote planets and moons. Examples include early successes of the Soviet Lunokhods 

[38] and NASA‟s more recent success of exploring the surface of Mars [39,40]. 

Another of the major fields where humanoid robots have brought significant help is medical. For 

example, statistics have shown an epidemic increase since 1960‟s in cases of Autistic Spectrum Disorders 

(ASD). In recent years, robots have been increasingly used in autism diagnosis and treatment [41]. Humanoid 

robots have also been used for the treatment for cerebral palsy disabilities present in children that cause 

impairment in movement and posture [42]. Socially Assistive Robotics (SAR) is an example of a high end 

technology that assists humans in rehabilitation treatment of CP and ASD. Using human like responses from 
humanoid robots it has been possible to develop motor skills in CP patients and to Improving social and 

imitation skills in autistic children [41,42]. 

Robot technology continues to develop, ever moving in the direction of increasing autonomy. Robot 

developers are working toward building robots that can act on their own, independent of specific direction from 

users. This type of “smart technology”, as it is sometimes called, has begun to make its way into the everyday 

life of humans [43]. 

Robot technology developers have started developing physical robots that interact with humans in 

everyday settings. These robots are known as social robots. Social robots hold a variety of different functions, 

including aiding the elderly, acting as tour guides, and even tutoring [44]. The robots can also have emotional 

roles, acting as companions, allowing people to cope with negative states such as depression, loneliness, and 

disability [45]. The use of robots in these areas has begun to open up a whole range of other areas of human 

endeavor to mechanical devices, including challenging areas of the arts and humanities that were traditionally 
the exclusive domain of humans [46,47]. 

There are many different examples of autonomous robots: mechanical (or physical) robots, and 

software agents (softbots) which are now an everyday part of our internet experience in cyberspace [48]. This 

paper primarily focuses on physical robots, particularly those aspects that involve human interaction and 

communication.  

 

II. ROBOT APPEARANCE 
Issues such as race, gender, age, sexuality, class and ability remain important concerns in modern 

contexts, too important to disappear easily whatever technological advances press upon us. These stereotypes 
and impressions are prevalent in modern society, no matter how ardent the desire to challenge and overcome 

them [49]. In modern media (movies in particular), robots and cyborgs often seem to be upholding (conforming 

to) traditional stereotypes, they are often given human features and almost always allocated a gender, allowing 

the audience to perhaps empathise and relate to the robot characters. Even the earliest representations of robots, 

such as Capek‟s [24] Insect Play and Fritz Lang‟s Metropolis [50], imposed sexual roles on their robot creations 

[51]. The issues surrounding human stereotypes whether in relation to sex, gender, ability, race, ethnicity, class, 

and so on, are too critical to be ignored when considering depictions in cyborg theatre. 

 

2.1 Humanoid Robots 

Autonomous robots that have anthropomorphic dimensions, mimicing human-like behaviors, and 

including human-like reasoning are known as humanoid robots; work in this area has been ongoing for over a 
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decade and is rapidly expanding [1,16,52]. To make people perceive the agency of robots, certain human 

inclinations can be utilized. Researchers have found that complicity arises between humans and their encounters 

with certain inanimate objects, including robots: people describe certain robots as if they have minds, and the 

interactions between humans and robots as those between two humans [53]. Behind the construction of this 

complicity lies a more general tendency of anthropomorphism (the ascription of human characteristics to 
nonhuman entities) which makes people treat machines or computers as if they were human [53,54].  

A different but related concept is in effect when humans view robots. Besides anthropomorphism, 

animism (attributing life to something lifeless) is usually also at work. Certainly there are moments when the 

two can be distinguished. Nevertheless, the two often happen together, as animism feeds into 

anthropomorphism: when we treat something as alive, with our full catalog of mental states [55].  

Guthrie [56] gives a good example of this: 

 

“we animate but not anthropomorphize . . . if we say, an automobile purrs like a kitten, and 

anthropomorphize but do not animate if we speak to our pet turtle. If we speak to the automobile, 

however, we both animate and anthropomorphize” 

 

Researchers report that humans prefer human-like robots (over machine-like robots) to perform in 
human-like capacities, such as: actor, instructor, sales representative, office clerk, food carrier, museum tour 

guide, and hospital messenger [57]. The communication mechanisms rely on many aspects of „human-like‟ 

attributes. One obvious form of human behavior important in cinema is natural language processing [48]. 

Hence, to act the robot must have a verbal communicative medium. Additionally, they may also provide 

interactive measures via sensory, cognitive, and emotional means [45]. Robots that have human-like hands and 

arms can make gestures such as waving and pointing [35], while robots with moving eyes/heads may have facial 

recognition and the ability to track a person regardless of where they are. Social robots, like humans, should also 

evoke appropriate emotional responses. They are capable of interacting both verbally and non-verbally [48]. 

This means that as with humans, the robot‟s actions as a whole are important to communication, not purely their 

voice and facial expression. 

Among all factors of human-like robots, the appearance of the robots is the most important. Studies 
have offered evidence that perceptions of the robots can change, simply by altering how they appear [57]. 

According to Mori [58] humans also generally view movement as a significant sign of life. Thus movements 

must be made to the humanoid‟s physical appearance in order to establish a sense of life. For example, gaze 

direction and facial expression are two techniques utilized by some human-like robots to portray different facial 

dynamic ability [48]. General movements of the arms and legs should follow this dynamic approach [35]. In 

summary, to perform, robots should be capable of doing just about everything that humans can do on a stage, 

including similar degrees of movement throughout the body. 

Social psychology, on the other hand, has shown that cultural differences exist in the way people 

perceive technology [59]. Although cultural differences have been shown to affect certain areas of human 

perception of robots [60], this is only one of many factors that contribute towards robot perception. Previous 

research also suggests that culture has a significant effect in human perception of robots during passive 

interaction. A robot that follows strategies of human behaviour when giving advice to other humans, for 
example, is perceived as effective when this interaction is observed but not necessarily when the person is 

interacting directly with the robot [61]. 

 

2.2 Autonomy 

Human–Robot Interaction (HRI) is a field of study dedicated to understanding, designing, and 

evaluating robotic systems for use by or with humans. Interaction, by definition, requires communication 

between robots and humans. Communication between a human and a robot may take several forms, but these 

forms are largely influenced by whether the human and the robot are in close proximity to each other or not. 

Thus, communication and, therefore, interaction can be separated into two general categories: 

 

 Remote interaction: The human and the robot are not collocated and are separated spatially or even 
temporally (for example, the Mars Rovers are separated from earth both in space and time). 

 Proximate interaction: The humans and the robots are collocated (for example, service robots may be in the 

same room as humans). 

 

Within these general categories, it is useful to distinguish between applications that require mobility, 

physical manipulation, or social interaction. Remote interaction with mobile robots is often referred to as 

teleoperation or supervisory control, and remote interaction with a physical manipulator is often referred to as 

telemanipulation. Proximate interaction with mobile robots may take the form of a robot assistant, and 

proximate interaction may include a physical interaction [1]. 
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Figure 1. Levels of Autonomy with Emphasis on Human Interaction [1]. 
 

Proximity scales have been developed and used by various authors [16,62]. While such (average) scales are 

appropriate to describe how autonomous a robot is, from a HRI point of view, a complementary way to consider 

autonomy is by describing to what level the human and robot interact and the degree to which each is capable of 

autonomy. The scale presented in Figure 1 gives an emphasis to mixed-initiative interaction, which has been 

defined as a flexible interaction strategy in which each agent (human and robot) contributes what it is best suited 

at the most appropriate time [63]. 

Various and different HRI issues arise along this scale. On the direct control side, the issues tend toward 
making a user interface that reduces the cognitive load of the operator. On the other extreme of peer-to-peer 

collaboration, issues arise in how to create robots with the appropriate cognitive skills to interact naturally or 

efficiently with a human. 

 

2.3 Social Robots 

Social interaction includes social, emotive, and cognitive aspects of interaction. In social interaction, 

the humans and robots interact as peers or companions. Importantly, social interactions with robots appear to be 

proximate rather than remote. Many of these problems are extremely challenging and have strong societal 

implications. 

For a social robot to function in a fitting manner it orients itself to the mind of an individual and acts 

upon the individual for purposes of eliciting certain behavior and emotion, with the resulting goal of the human 

“partner” believing that the robot has a mind [64]. Everyday tasks almost always involves interaction and 
communication. To interact and communicate effectively with other robots (and with a humans), it is important 

that social robots have certain key traits. Perhaps most crucial is the idea of a social robot being sensitive to, or 

aware of, the social context in which they are embedded [65]. 

In addition to its intrinsic value, investigating human-robot interaction has research value in developing 

everyday robots [66,67,68]. By combining resources and creating a better mesh between these domains, it may 

be possible to bootstrap the development of deeper and more effective HRI, particularly in the domain of non-

verbal interaction.  

 

Knight [69] describes the eight lessons that can be learned about non-verbal interaction using cyber thespians : 

 

1. The charm of relatable gestures;  
2. How affect derives from physicality; 

3. Movement metaphors;  

4. The import of perceived rather than true robot state;  

5. The gulf between machine and agent;  

6. Multi-agent sociability attributions; 

7. The utility of audience feedback;  

8. Roles for machine humor.  

 

Using the cinema context and body of knowledge to bootstrap the development of effective social 

robots is important because non-verbal expression is a key to understanding sociability. In general, nonverbal 

response tracking capabilities could allow for more accurate social research data as such expressions are 
intrinsic to natural interaction. Furthermore, a robot‟s movement and engagement pattern impact our 

interpretation of its intention, capability, and state. With a long history of encoding and honing expression, 

cyborg cinema provides pre-processed methodologies for interpreting and communicating human non-verbal 

behaviors that we are beginning to test on robots [69]. 

Understanding the audience‟s activity and intent are necessary components of interaction for robot 

actors to allow them to respond appropriately and in a timely fashion [70]. For example the same robot may not 

be necessarily found appropriate for all performances. Some audiences find them annoying and irritating while 
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some may find them delightful and fun [71,72]. Most of which relies on the appropriateness of the robot and the 

ability to flexibly adapt to different types of situations. If we are to successfully use robots in the realm of 

cinema there is little doubt that these robots must learn from actors and directors in order to understand the 

importance of context. Essentially, in order for robots to gain contextual knowledge and become aware of their 

surroundings, they must become more “human-like” [73,74]. 
Human-like robots must also be approachable and non-threatening. Many recent social robots have 

been created with a „friendly‟ interface driven design [75]. Essentially, without a human like appearance any 

attempts to pass information or alter the human‟s behavior and emotional state by the robot will often fail from 

the lack of trust felt by the human [70]. Studies have offered evidence that perceptions of the robots can change, 

simply by altering how they appear [76]. One study showed that just by adding a lab coat and stethoscope, a 

robot can appear to be increasingly medically competent [48,72]. 

This opportunity human-robot interaction provides as a potential testing laboratory is especially 

important for social robots, for they are designed to smoothly interact with people. Roboticists have been trying 

to figure out the right codes for the conduct of social robots, so that people will be more comfortable interacting 

with them. This search justifies the interdisciplinary collaborations, as roboticists attempt to find parallels 

between humans and robots [77].  

 

III. CONCLUSIONS 

It is possible to compare impressions and behaviors during simple interaction for humanoid robots 

which have different appearances. Verbal and non-verbal behaviors as their subjective impressions of the robots 

can be assessed. Research has consistently shown how differently human participants behave toward these 

robots in these experiments. The different behaviours can be explained by the impressions and attributions 

discussed in this paper.  

The perception on the humanoid robot often depends on the usage of humanoid robots and whether 

such a difference is essential. This paper puts forward evidence  

that could perhaps help future roboticists in deciding whether a particular difference in appearance should be 

considered for a particular usage. 
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