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ABSTRACT: In this article we estimate the “Imports of Goods” in European countries in the period 2010-2019
for 28 countries. We use Panel Data with Fixed Effects, Panel Data with Random Effects, Pooled OLS, WLS.
Our results show that “Imports of Goods” is negatively associated with “Private Consumption Expenditure at
Current Prices”, “Consumption of Fixed Capital”, and “Gross Domestic Product” and positively associated
with “Harmonised Consumer Price Index” and “Gross Operating Surplus: Total Economy”. Finally, we
compare a set of predictive models based on different machine learning techniques using RapidMiner, and we
find that “Gradient Boosted Trees”, “Random Forest”, and “Decision Tree” are more efficient than “Deep
Learning”,“Generalized Linear Model” and “Support Vector Machine”, in the sense of error minimization, to
forecast the degree of “Imports of Goods”.
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l. INTRODUCTION

In this article we propose an estimation of an econometric model oriented to determine the degree of
“Imports of Goods” in European Countries in the period 2010-2019. We use data from the European Database
Ameco for 28 countries®. Data are analyzed using Panel Data with Fixed Effects, Panel Data with Random
Effects, Pooled OLS and WLS. Finally, we propose the application of different algorithm-based machine
learning techniques to predict the degree of “Imports of Goods” based on the proposed econometric equation.

The role of imports in the international trade can be considered as a secondary topic since trade theory
seems to be more oriented towards exports rather than imports. But, as we show in the second paragraph, the
role of imports of goods is relevant, especially for low-income countries and developing countries, since it is a
signal of rising GDP, increasing income per capita, and a strengthening of domestic demand. On the other side
the imports of goods in high and middle-income countries have a different dynamic in respect to low-income
countries. In effect in high- and middle-income countries imports of services overcome the imports of goods.
Specifically, as we showed in our econometric results in the third paragraph, imports of goods in high-income
countries are more associated to inputs of firm’s productivity function. To better introduce the theme,we present
a brief synthesis of some of the more relevant theories on international trade.
The idea of absolute advantage in Adam Smith. Adam Smith[1] introduced the idea of absolute advantage in
the context of exports i.e.,that countries that have lower costs in producing goods are more able to sell them to
other countries in the international trade. Originally, the absolute advantage was based on a unique input i.e.
labor cost. The countries able to reduce labor cost was also able to win the competition to export in the context
of international trade. Specifically, if a country has no possibility to reduce the cost of production, i.e., the cost
of labor, then that country has more probabilities to become an importer of that good rather than an exporter.
The differences among the presence of absolute advantages create a classification of countries between
importers and exporters.
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Ricardian theory of international trade. The economist David Ricardo[2] changed the idea from absolute
advantage to comparative advantage. While Adam Smith focused only on labour, David Ricardo also considered
technology and natural resources as key indicators able to evaluate the competitiveness in exports goods and
services at a country level. But the Ricardian misses the evaluation of socio-economic, cultural, institutional,
and environmental characteristics of the countries that can boost or reduce the productivity and the export
orientation in the context of international trade. In the context of Ricardian trade theory, the role of labour-value
is essential. It is necessary to understand that in the early stages of economics as a science, economists really
were not able to disentangle the question of the definition of economic value especially in the form of labour-
value.
The Heckscher-Ohlin model. Is a model proposed by two Swedish economists i.e., Eli Heckscher and Bertil
Ohlin[3]. The Heckscher-Ohlin model is also referred as H-O model. The H-O model describes the different
positions of countries in the international trade because of factor endowments.Factor endowment is the sum of a
series of variables that have a role in promoting manufacturing at a regional level such as land, labor, capital,
entrepreneurship, institutions, culture, language, and political economies. The differences in factor endowments
explain the fact that a country is an importer or an exporter. Specifically, countries tend to export goods that
make large use of factor endowments while tend to import goods that require factors endowments that are
missing at a regional level. The H-O model holds in the presence of strong assumptions i.e.:

e Technology is country-invariant in the long run;

e The distribution of labor and capital differs among countries;

e Labor and capital flow among sectors;

e  Consumers have similar preferences among different countries.
The economist Wassily Leontief [4] tested econometrically the efficacy of Heckscher-Ohlin theorem. Leontief
applied the H-O theorem to the United States. The study showed that U.S. were abundant in capital and
consequently based on H-O theorem U.S. should have been an exporter of capital-intensive goods. But the study
showed that U.S. was net importer of capital-intensive goods. This proposition is also known as “Leontief
paradox”.
New trade theory. Is a theory that consider the economic advantages that firms have in choosing a location that
is closer to the demand. This effect is also known as home market effect. But the location in proximity with the
demand market can be chosen only if the firm has returns to scales due to reduction in transportation costs[5].
This theory can sustain the political economies of imports of goods as a driver for industrialization. In effect
firms that export in a country could have some economic convenience in locating their activity in the country
with a significant domestic demand for their products and services.
The article continues as follow:the second paragraph contains the literature review, the third paragraph presents
the econometric model, the fourth paragraph indicate the predictive model, the fifth paragraph concludes, the
sixth paragraph contains the bibliography, and the appendix contains tables, graphs, and tests either of the
econometric equation either of the predictive model.

1. LITERATURE REVIEW

[6]affords the question of the relationship between the quality of goods imported from German firms and the
geographical distance with countries of origin. A dataset of 3.204.851 observations is analyzed in 2011, with
138.688 firms, 4.986 imported products, 1.938.602 firm-product combination, 175 countries. Results show the
presence of a positive relationship between the quality of goods imported in Germany and the distance of
country of origin. This positive relationship holds even after controlling for goods, firms, and firm-product.
[7]consider the positive relationship among economic growth, trade, imports, and exports. Based on this
assumption the authors try to estimate the level of GDP growth rate as a function of the sequent parameters:

e Trade in services;

e  Exports of goods and services;

e Imports of goods and services;

e Trade;

e Merchandise trade.
To obtain this goal the authors use an Artificial Neural Network-ANN comparing the results of a Back
Propagation learning-BP with the results of Extreme Learning Machine-ELM. Results show that the accuracy of
Extreme Learning Machine-ELMis more efficient in predicting Gross Domestic Product-GDP growth rate.
[8] afford the question of the geographical determination of the imports in the Republic of Belarus. The authors
have realized a comparison of imports using statistical methods. Results show that:

e Belarus prefers to import goods over services since the percentage of imports of goods on the total of

imports is equal to 88.60% in the period 2012-2018;
e Imports in Belarus lack of geographical diversification;

AJHSSR Journal Page |189



American Journal of Humanities and Social Sciences Research (AJHSSR) 2021

e The main part of imports is based on raw materials;

e Belarus depends on Russia Federation for imports of goods.
These results suggest that Belarus should diversify its imports on a geographical point of view and at the same
time should also promote a deeper economic growth of its economy to improve the percentage of services in
total imports.
[9]afford a complex analysis among various instruments that have a real impact on international trade using
vector error correction model in the period 1981-2015 in Nigeria. The authors analyze the relationships among
the sequent variables:

e Foreign Direct Investment;
Domestic Investment;
Exports;
Imports;
Labor Force;

e Economic Growth
Results indicate that:

e There is no relationship among the variables of the model in the long run;

e Imports are positively associated with economic growth and domestic investments in the short run;

e In the short run there is a positive relationship among labor on one side and exports and Foreign

Direct Investments on the other side;

e Inthe short run there is a positive relationship between labor and Foreign Direct Investments-FDI.
The authors suggests that politicians should promote economic reform in Nigeria to improve GDP growth rate.
[10]afford the question of the relationship among exports, imports, and economic growth in Panama. The
authors analyze data from the period 1980 ed il 2015 using the Johansen co-integration, the Vector Auto
Regression Model, and the Granger Causality test. Results show that in Panama:

e There is no relationship among exports, imports and economic growth;

e There is a positive relationship between imports and economic growth;

e There is a positive relationship between exports and economic growth.
The authors conclude that there is a positive impact of imports and exports on the economic growth of the
economy of Panama.
[11] analyze the relationship between environmental issues and international trade. The authors offer an
historical perspective of the role of environmental policies on international trade suggesting that the idea of
sustainable development has been introduced in the 1992 Rio de Janeiro Summit. The authors analyze the
imports of 34 OECD countries in the period 1996-2009.The Environmental Kuznets Curve-EKC is used to
quantify the environmental impact of air pollution associated to the imports of environmental goods.Results
show that there is a positive relationship between the increasing of imports of environmental goods and the
reduction of air pollution.
[12]consider the role of imports and exports on the economic growth of Somalia during the period 1970-1991.
The authors use a set of econometric methods such as Ordinary Least Squares-OLS, the Granger Causality,
Johansen co-integration tests. Results show that:

e There is a positive relationship between export and GDP;

e There is biunivocal positive relationship between imports and exports;
The authors conclude that in the case of the economy of Somalia there is a positive relationship between trade,
either in the sense of imports either in the sense of exports, and economic growth.
[13]afford the question of the trade relationship between China and India in the period 2002-2016. Specifically,
the authors apply a model based on the sequent variables:

e  Gdp per capita;

e Population;

e Per capita gross national product;

e Import and export.
Results show that:

e Trade between China and India is increased in the period 2002-2016;

e The level of Chinese export towards India is greater than the level of Chinese import from India;

e Chinese exports in India are driven by Indian GDP per capita;

e Chinese imports from India are positively associated to Chinese GDP growth.
[14] afford the question of the relationship between imports and economic growth in Pakistan. The authors use
Granger causality and simple regression tests. The authors use data from the period 1975-2014. Results show
that:
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e exist a biunivocal relationship between imports and economic growth in Pakistan;
e Pakistan imports essentially capital goods such as machinery groups, chemicals, equipment.
The authors suggest that, in the case of Pakistan, the increase in imports is positively associated to a faster
economic growth.
[15]analyze the question of the transmission of knowledge through international trade. The authors suggest that
there are three ways that can promote the international transmission of knowledge that are:
e The import of high-technology goods;
e The internationalization of R&D business;
e Foreign owned patents.
Results confirm the presence of the international spillovers in the case of the developed countries. But in the
case of developing countries the role of import high-technology goods is higher than in the case of developed
countries.
[16]analyze the question of the relationship between capital imports and U.S. economic growth. The authors
apply a neo-classical approach to identify the relationship between imports of goods and investment-specific
productivity. Results show that:
e The impact of capital goods imports on U.S. output has been equal to 14 percent since 1975;
e There is no relationship between capital goods imports and the reduction in equipment investment;
e In the absence of imports of goods the U.S. output per hours should have been lower than 18
percentsince 1975 in respect to the present level;
¢ Additional tariffs on capital goods have a low effect on the imports in equipment investment.
The authors demonstrate the capital goods import-dependence of the U.S. growth in productivity.
[17] consider the reduction of imports in Spain in the period between 2008-2013. The reduction of Spanish
imports has changed the account balance from a deficit to a surplus in the same period. The authors sustain that
there are two different motivations that can justify the reduction of the imports in Spain:
e The reduction of internal prices;
e The long-term effect of the 2007-2008 financial crisis.
Results show that the reduction of Spanish imports is a consequence of the compression of GDP growth that has
created a fall in income. The analysis shows how the level of imports is positively associated to economic
growth.
[18] investigate the question of the relationship between the declining of employment in U.S. manufacturing and
the improvement of imports of cheap products from China and Mexico. Many political commentators have
associated the reduction of employment in manufacturing in U.S. to the sequent three elements:
o North America Free Trade Agreement-NAFTA;
o China’s admission to the World Trade Organization-WTO,;
e The improvement of technology in manufacturing.
To better analyze these propositions the authors have conducted a time series analysis. Results show that:
e There is a positive relationship between imports from China and Mexico and US employment in
manufacturing;
e There is a negative relationship between the admission of China to WTO and the US employment in
manufacturing.
e There is no effect of NAFTA on U.S. employment in manufacturing.
[19] analyze the question of parallel import in China. The practice of parallel import consists in the imports and
selling of goods without the permission of the domestic owner of IP. The author focuses its attention to the
parallel import between China and the United States. China and U.S. have different parallel import policies, but
both the countries have subscribed the international IP treaties. While on one side U.S. tends to reject the
practice of parallel imports, on the other side China permits parallel imports of goods. But the practice of
parallel imports in China is associated to increasing legal costs. The authors propose to reduce the practice of
parallel imports in China and to create a deeper convergence between Chinese and U.S. laws on parallel
imports.
[20] consider the impact of high-tech imports in Russia. The author used the classification of OECD high
technological goods with an adjunction of new goods and a classification of goods based on differentiated levels
of technology. A classification of countries based on the degree of high-tech good is proposed. Results show
that China, Germany, Republic of Korea, Switzerland, and Singapore are the leading countries in exports of
high-tech products through a calculation of net exports. The authors also analyze the Russian competitive index
and consider the economic consequences of the imposed sanctions against Russia. The analysis shows that:
e The Russian economy is dependent on imports of medical and electrical equipment, machinery, and
pharmaceutical goods;
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e The sanctions imposed to Russia have reduced the imports of medical, optical, mechanical equipment
and pharmaceutical goods.

[21]sustainthe question of the relationship between political and legal systems of the exporter of meat and the
characteristics of the internal market in China as importer of meat. The authors suggest that more stringent
institutions in the exporting countries could benefit the importer countries either for judicial questions either for
food security. To analyze the relationship between exporting countries and China the authors perform a gravity
model for the period 1990-2013. Results show that:

e Institutions in exporting countries have a role in determining Chinese imports of meat;

o Countries that have better qualitative institutions exports more in China;

o Countries that are geographically closer to China have greater probabilities to exports meat in China;

e  The Chinese imports of meat growths with GDP level.
The authors confirm their hypothesis that there is a positive relationship between the quality of institutions of
exporting countries and the degree of meat imported in China.
[22] analyze the impact of imports and exports on economic growth in Tunisia in the period 1977-2012. The
authors use the econometric tool of Granger Causality. Results show that:

e  Economic growth is positively associated to imports;

e Exports are positively associated to imports.
The authors conclude that the increasing of imports in Tunisia is the main driver of the economic growth.
[23] investigate the relationship between exports and imports of goods and services in respect to three Indian
macro-economic variables i.e.:

e Exchange rate volatility;

e Inflation;

e Economic output.
The authors use Auto-Regressive Distributed Lag in the period 2011-2020. Results show that:

e There is a positive relationship between output growth and trade in goods and services in the long run;

e There is a negative relationship between inflation and exports of goods;

e There is a negative relationship between volatility and imports of goods in the short run;

e There is a positive relationship between volatility and exports of goods in the long run;

e There is a positive relationship between inflation and imports of goods in the short run.
The results suggests that either volatility either inflation have a positive impact on imports of goods in the short
run.
[24] scrutinize the existence of a positive relationship between imports and economic growth in Turkey in the
period 1960-2017. Annual data are analyzed with a Times Series approach through the application of Auto-
Regressive Distributed Lag-ARDL. The analysis is oriented to investigate the relationship between imports and
economic growth either in the short term either in the long term. The authors also check the relationship through
the application of Granger Causality. Results show that:

e There is a positive relationship between imports and economic growth either in the short term either in

the long term in Turkey;

e  Economic growth Granger causes imports;

e The confirmation of a Granger causation between imports and economic growth is absent.
In the case of Turkey, the increase in GDP augments imports.

1. THE MODEL
We estimated the sequent model:
ImportsOfGoods;;
= a, + by (PrivateConsumptionExpenditure);; + b,(ConsumerPricelndex);,
+ b3(ConsumptionOfFixedCapital);, + by(GrossDomesticProduct);,
+ bs(OperatingSurplusTotalEconomy);,

We use data from AMECO, a dataset from Eurostat[25], and use Panel Data with Fixed Effects, Panel Data
with Random Effects, Pooled OLS, and WLS. We found that the level of imports of goods is positively
associated to:

e Consumer Price Index: the level of consumer price index is a proxy of inflation. The increasing of
inflation is positively associated to an increase in imports of goods. The positive impact of inflation on
import of goods can be effectively understood since consumers in countries with higher inflation are
oriented to pay a good more than in a country with lower inflation.

e Operating Surplus Total Economy: is a proxy for total pre-tax profit income. There is a positive
relationship between the total pre-tax and imports of goods. This positive relationship can be explained
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since many imports are input factors in the firm productivity function. If firms increase their income,
then they can improve the imports of goods as inputs.

We also found that the level of “Imports of Goods” is negatively associated to:

Private Final Consumption Expenditure:is a measure of expenditures on goods and services of families
and individuals. The increase in expenditure of goods and services is negatively associated to “Imports
of Goods”. This negative relationship can be better understood considering that the main part of
imports is input for firm’s productivity function. Countries that are analyzed in the dataset does not
import goods for the consumption of individuals and families.

Consumption of Fixed Capital:is the reduction of value of fixed assets of enterprises, government, and
owners of dwellings. The reduction of “Consumption of Fixed Capital” is negatively associated to the
“Imports of Goods”. Since, as showed in the results, “Imports of Goods” are associated to input of
firms’ production function, the reduction of “Consumption of Fixed Capital” shows the absence of
investment in long term asset that are generally imported in the economies of analyzed countries.

Gross Domestic Product:is the sum of all incomes in a country. There is a negative relationship
between the increasing of “Gross Domestic Product” and the “Imports of Goods”. This negative
relationship can seem counterfactual since the economic literature sustains that there is a positive
relationship between “Gross Domestic Product” and imports. The main explanation can be found
considering that the dependent variable i.e., “Imports of Goods” does not consider the imports of
services. Generally high-income and middle-income countries import more services than goods since
the imports of goods are essentially imports of inputs for the manufacturing and energy sector. High-
and middle-income countries tend to have lower levels of manufacture in respect to low-income
countries and, also have lower levels of “Imports of Goods”.

Variable Description Label | Relations | Models

y | Imports of Goods Imports of goods at | A381
current prices
(National accounts)

x, | Private Final | Private final | A27 Negative | Pooled OLS, Fixed
Consumption consumption Effects, Random
Expenditure expenditure at current Effects, WLS.

prices

x, | Consumer Price Index Harmonised consumer | A48 Positive Pooled OLS, Fixed

price index (All-items) Effects, Random
Effects, WLS.

x5 | Consumption of Fixed | Total economy A92 Negative | Pooled OLS, Fixed

Capital Effects, Random
Effects, WLS.

x, | Gross Domestic Product | Gross domestic | A214 | Negative | Pooled OLS, Fixed
product at current Effects, Random
prices Effects, WLS.

x5 | Operating Surplus, Total | Gross operating | A301 Positive Pooled OLS, Fixed
Economy surplus: total economy Effects, Random

Effects, WLS.
V. THE PREDICTIVE MODEL

We have also realized a predictive model using RapidMiner. We use the dependent variables of the

model i.e. “Private Consumption Expenditure”, “Consumer Price Index”, “Consumption of Fixed Capital”,
“Gross Domestic Products”, “Operating Surplus of Total Economy” to predict the independent variables i.e.
“Imports of Goods”. We found that in order Random Forest, Gradient Boosted Trees, and Decision Tree are
more efficient in respect to Deep Learning, Generalized Linear Model and Support VVector Machine, in the sense
of error minimization, to forecast the degree of “Imports of Goods”.We analyze different typologies of errors
that are: “Root Mean Squared Error”, “Squared Errors”, “Relative Errors”, “Absolute Errors”. We confront
different machine learning techniques and order them summing up the rank in each of the charts as showed in
the following figure.
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Synthesis of the Main Results of the Prediction Model. Source: Eurostat

Rank [Model Root Mean Squared Error |Standard Deviation |Total Time |Training Time (1,000 Rows) |Scoring Time (1,000 Rows)
1|Random Forest e 922497,435339875(57  90026,656160(77 4465,0[1.¢ 537,037037037037|77  472,2222222222220
2|Gradient Boosted Trees |5 971060,312703302|5'c  236437,603188(77 31992,0(7% 1344,44444442044()
3| Decision Tree 7 1212269,318826020(77  324587,707440
4|Deep Learning 't 162458,030672[5F 1710,0[3% 1492,592592592590
5|Generalized Linear Model 97 106533,481647|77 2344,0[57 1281,481431481480
6|Support Vector Machine 77 263114,394067|5F 1219,0

Rank [Model Correlation Standard Deviation |Total Time |Training Time (1,000 Rows) |Scoring Time {1,000 Rows)
1|Support Vector Machine ¢ 121907 107,407407407407 7.5 46,296296296296
2|Generalized Linear Mode! 7 23440077 1281,481481481480(77 166, 666666666667
3|Deep Learning 7 1710,0(7% 1492,592592592590(77 101,851851851852
4|Decision Tree 97 2393,0f5¢ 22,222222222222|77 55,555555555556
5|Gradient Boosted Trees s 1344,444444420040 |77 64,314814814815
6|Random Forest 77 4465077 537,037037037037|3.7 472,222222222222

Rank |Model Squared Error Standard Deviation |Total Time |Training Time (1,000 Rows) |Scoring Time (1,000 Rows)
1|Random Forest 77  857485357264,18500|37 166128706768,757 4465,0(5.% 537,037037037)77  472,2222222222220
2|Gradient Boosted Trees |77 987680323068,39700(77  449943781230,9|7.7 31992,0[3.7 1344,444444414
3| Decision Tree v 1553882645223,65000(57 8299445014857
4|Deep Learning 7 2582091371393,65000|77 511810865757,95F 1710,0[57 1492,592592593
5|Generalized Linear Mode! |1y  2842383576201,18000(5'7 369517538067,8[57 2344,05% 1281,481481481
6|Support Vector Machine 77 1144584118919,957 1219,0

Rank [Model Relative Error Standard Deviation |Total Time |Training Time (1,000 Rows) |Scoring Time {1,000 Rows)
1|Decision Tree 77 293,0f5% 22,2222222222|7'7 55,555555555556
2|Gradient Boosted Trees s 1344,4444444244 77 64,314814814815
3|Random Forest 77 4465077 537,0370370370(7% 472,222222222222
4|Deep Learning ¢ 1710,0(7% 1492,5925925926|77 101,851851851852
5|Generalized Linear Model 7 2344077 1281,4814814815|77 166, 666666666667
6|Support Vector Machine 97 1219,0(7% 107,4074074074(5'7 46,296296296296

Rank [Model Absolute Error Standard Deviation |Total Time |Training Time (1,000 Rows) |Scoring Time (1,000 Rows)
1|Gradient Boosted Trees |57 601070,57512497800(77 49935,128751737|7.7 31992,0[5.7 1344,444444444440
2|Decision Tree 97 621696,71432600700|7 7 119526,994101566
3|Random Forest 77 732090,93610286600(77 57400,444054832(77 4465,0[.¢ 537,037037037037[7 7  472,22222222222200
4|Deep Learning i 77 52565,9350573147% 1710,0[3% 1492,592592592590
5|Generalized Linear Model |1 77 99443,137693513[77 23440037 1281,481481481480
6|Support Vector Machine .3 77 169757,782497067|5.7 1219,0

Figure 1. Synthesis of the main results of the predictive model with RapidMiner. Source: Eurostat.
Finally,we create a new chart of the different machine learning techniquesbased on the minimum rank and we

found the sequent order:
Gradient Boosted Trees: is a machine learning technique that generates a prediction model based on

1.

decision trees. Generally, a “Gradient Boosted Tree” outperforms the “Random Forest”. In our
simulation of a predictive model to estimate the degree of “Imports of Goods” based on the proposed
econometric model, we found that the “Gradient Boosted Trees” has the best payoffs of 7 based on the
sum of the different ranking in the charts of error minimization.

Random Forest: is a machine learning method that is based on multiple decision tree at a training time.

“Random Forests” are more efficient than “Decision Trees” since “Random Forests” corrects for the
overfitting of the training set. In our predictive model “Random Forest” has the second rank in the
sense of the cumulative efficacy in the minimization of different set of errors with a payoff equal to 8.

Decision Tree:is a methodology for decision support that simulate the model of a tree. “Decision Tree”

defines an algorithm that is conditioned based on normative rules. In our application we use “Decision
Tree” as a machine learning technique to predict the degree of “Imports of Goods” with the variables
indicated in the estimated econometric equation. “Decision Tree” is the third methodology for the
efficiency of prediction in the sense of minimization of errors with a payoff equal to 9.
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Payoffs of the Different Machine Learning Techniques Used to Estimate the “Imports of Goods"
Based on the Proposed Econometric Model.

.Rank. “Model "Payuff-l

Gradient Boosted Trees
Random Forest | 8

Decision Tree g

Deep Learning 16
Generalized Linear Model | 20

0 . .
> | Support Vector Machine
15
1 Payoff
10
| . . I
0

Gradient Boosted Trees Random Forest Decision Tree Deep Leaming Generalized Linear Model  Support Vector Machine

L= - T

1 1 3 4 5 6
Figure 2. Ranking of machine learning techniques used to predict the degree of “Imports of Goods” based on
the variables of the estimated econometric model.

4. Deep Learning: is a methodology to perform machine learning based on artificial neural networks. In
our case we use “Deep Learning” to predict the degree of “Imports of Goods”. We found that summing
up the rank in the charts of minimization of errors, “Deep Learning” is at the fourth rank with a payoff
equal to 16.

5. Generalized Linear Model: is a generalization of linear regression. In our predictive model, oriented to
estimate the degree of “Imports of Goods”, the Generalized Linear Model is at the fifth rank in the
sense of minimization of multiple errors with a payoff equal to 20.

6. Support Vector Machine:is an algorithm-based machine learning technique to investigate meaning in
data. We use the “Support Vector Machine” to predict the level of “Imports of Goods” based on the
variables of the econometric model. We found that the “Support Vector Machine” is the last model for
the predictive efficacy in the sense of error minimization with a total payoff equal to 24.

Our analysis with RapidMiner shows that using the variables of the econometric model estimated in the third
paragraph it is possible to predict the degree of “Imports of Goods” and that “Gradient Boosted Trees” is the
best algorithm to perform the prediction.

V. CONCLUSION

In this article we have estimated the “Imports of Goods” in 28 European countries in the period 2010-
2019. We present a brief synthesis of the main international trade theories showing that, as indicated in the new
trade theory, the level of imports can work as a driver for the implementation of political economies oriented to
industrial localization. In effect firms that export can have an economic convenience in locating their plants in
countries with sustained domestic demand to reduce transportation costs and improve the level of increasing
return of scales. In the second paragraph we present an analysis of the economic literature on the macro-
economic role of the imports of goods. In the third paragraph we estimate an econometric model using Panel
Data with Fixed Effects, Panel Data with Random Effects, Pooled OLS, WLS. Results show that the variable
“Imports of Goods” is negatively associated with “Private Consumption Expenditure at Current Prices”,
“Consumption of Fixed Capital”, and “Gross Domestic Product” and positively associated with “Harmonised
Consumer Price Index” and “Gross Operating Surplus: Total Economy”. Our results show that there are
significant differences among medium and high-level income and low income in the sense of imports of goods.
In effect while, on one side, the imports of goods are positively associated to GDP in low-income countries, as
showed in the second paragraph, on the other side the imports of goods are negatively associated to GDP in
medium and high-income countries, as showed in the econometric estimation in the third paragraph. This can be
since middle- and high-income countries tend to import more services rather than goods. Furthermore, “Imports
of Goods” is positively associated to “Gross Operating Surplus” suggesting that the 28 European countries

AJHSSR Journal Page | 195



American Journal of Humanities and Social Sciences Research (AJHSSR) 2021

analyzed tend to import factor of production for their firms. Finally, in the fourth paragraph we apply a set of
predictive models based on different machine learning techniques using RapidMiner, and we find that “Gradient
Boosted Trees”, “Random Forest”, and “Decision Tree” are more efficient than “Deep Learning”,“Generalized
Linear Model” and “Support Vector Machine”, in the sense of error minimization, to forecast the degree of
“Imports of Goods”.
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VII.  APPENDIX

Model 54: Pooled OLS, using 270 observations
Including 27 cross section units
Time series length = 10
Dependent variable: A381
Coefficient Std.Error t p-value
const —5,93350e+06 2,64577e+06  —2,243 0,0258 fal
A27 —0,155547 0,0708341 -2,196 0,0290 *x
A48 0,0100635 0,00275124 3,658 0,0003 falaled
A92 —0,199587 0,0537260 -3,715 0,0002 Fkk
A214 —-0,241931 0,0318642 -7,593 <0,0001 Fokk
A301 0,281690 0,0424361 6,638 <0,0001 falaled
Mean Dependent Variable 3183319 Standard Deviation 2051878
Dependent Variable
Quadratic sum of residuals 6,98e+14 Standard error of the 1626551
regression
R-square 0,383286 Correct R-square 0,371606
F (5, 264) 32,81501 P-value (F) 5,47e-26
Log-likelihood —4241,612 Akaike'scriterion 8495,224
Schwarz'scriterion 8516,815 Hannan-Quinn 8503,894
Fixed effects, using 270 observations
Including 27 cross section units
Time series length = 10
Dependent variable: A381
Coefficient Standard Error. t p-value
const —2,67852e+06 600587 —4,460 <0,0001 faladed
A27 0,284993 0,0872565 3,266 0,0013 falaled
A48 0,00481235 0,000810832 5,935 <0,0001 Fokk
A92 -0,259107 0,0720334 -3,597 0,0004 faladed
A214 —0,0576653 0,0261581 —2,204 0,0284 fala
A301 0,484934 0,0717562 6,758 <0,0001 Fokk
Meandependent variable 3183319 Standard Deviation 2051878
Dependent Variable
Residual Sum of Squares 1,95e+13 Standard Error of Regressio  286524,9
R-quadro LSDV 0,982748 R-squared intra-group 0,598545
LSDV F(31, 238) 437,3319 P-value(F) 1,1e-191
Log-likelihood —3758,790 Akaike’s Criterion 7581,579
Schwarz’scriterion 7696,729 Hannan-Quinn 7627,819
rho 0,700977 Durbin-Watson 0,514522
Joint test on regressors
TestStatistics: F(5, 238) = 70,9688
p-value = P(F(5, 238) > 70,9688) = 3,15159¢-045
Group Intercept Difference Test -
Null hypothesis: groups have a common intercept
TestStatistics: F(26, 238) = 318,067
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[ p-value = P(F(26, 238) > 318,067) = 3,30749-169

Actual and estimated values
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1e+06 W i f f i y ¢ f
-le+06 —L—1—1 111 e —
i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
historical series of the group
Random Effects (GLS), using 270 observations
With transformation of Nerlove
Including 27 cross section units
Time series length = 10
Dependent variable: A381
Coefficient Std.Error z p-value
const —2,61240e+06 707409 —3,693 0,0002 falaed
A27 0,262950 0,0803218 3,274 0,0011 faleie
A48 0,00469731 0,000786871 5,970 <0,0001 falaed
A92 —-0,217213 0,0663565 —3,273 0,0011 falaled
A214 —0,0630516 0,0249913 -2,523 0,0116 faied
A301 0,473428 0,0641719 7,378 <0,0001 falaled
Mean Dependent Variable 3183319 Standard Deviation 2051878
Dependent Variable
Residual sum of squares 9,41e+14 Standard ErrorRegression 1884766
Log-likelihood —4281,905 Akaike’s Criterion 8575,810
Schwarz’scriterion 8597,400 Hannan-Quinn 8584,479
rho 0,700977 Durbin-Watson 0,514522
Variance 'between' = 3.74714e + 012
Variance 'within' = 7.23665e + 010
Theta used for transformation = 0.956096
Joint test on regressors -
Asymptotic test statistic: Chi-square (5) = 363.294
with p-value = 2.40172e-076
Breusch-Pagan test -
Null hypothesis: variance of unit-specific error = 0
Asymptotic test statistic: Chi-square (1) = 1087.83
with p-value = 1.45953e-238
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Hausman test -
Null hypothesis: GLS estimates are consistent
Asymptotic test statistic; Chi-square (5) = 7.23073
with p-value = 0.204038

Actual and estimated values

9e+06 Actual

Estimated

L
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

historical series of the group

WLS, using 270 observations
Including 27 cross section units
Dependent variable: A381
Weights based on variances of errors per unit
Coefficiente Std.Error t p-value
const —5,25720e+06 802465 —6,551 <0,0001 Fokk
A27 —0,129147 0,0337818 —-3,823 0,0002 Fkk
A48 0,00886943 0,000912035 9,725 <0,0001 falaled
A92 —0,190721 0,0156461 -12,19 <0,0001 Fkk
A214 -0,213122 0,0154253 -13,82 <0,0001 falaled
A301 0,380176 0,0180841 21,02 <0,0001 Fokk
Statistics based on weighted data:
Residual Sum of squares 240,3749 Standard ErrorRegression 0,954207
R-squared 0,874164 CorrectedR-squared 0,871781
F(5, 264) 366,7931 P-value(F) 1,4e-116
Log-likelihood —367,4234 Akaike’s Criterion 746,8468
Schwarz’s Criterion 768,4374 Hannan-Quinn 755,5166
Statistics based on original data:
Mean Dependent Variable 3183319 Standard Deviation of the 2051878
dependent Variable
Residual Sum of Squares 7,15e+14 Standard Error of Regression 1645866
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A381

A27 A

A48 A

A92 A

A214 A

A301 A

2021

Descriptivestatistics, using observations 1:01 - 27:10

1

Variable Average Median Minimum Maximum

A381 3,1833e+006 2,7751e+006 17512, 8,2253e+006

A27 2,2102e+006 1,6848e+006 14487, 7,1380e+006

A48 9,9835e+008 1,0000e+009 8,7726e+008 1,1050e+009

A92 3,6062e+006 3,3631e+006 0,87010 8,6590e+006

A214 3,1556e+006 2,1931e+006 27431, 2,3801e+007

A301 3,1837e+006 2,0365e+006 11328, 9,1381e+006

Variable Standard Coefficient  of | Asimmetry Kurtosis
Deviation Variation

A381 2,0519e+006 0,64457 0,36293 -0,99768

A27 1,6158e+006 0,73108 1,3914 1,0952

A48 3,8215e+007 0,038278 -0,31092 0,76325

A92 2,1970e+006 0,60923 0,36128 -0,88968

A214 3,3670e+006 1,0670 3,6580 16,072

A301 2,5338e+006 0,79586 0,82645 -0,64042

VariabLE 5% Perc. 95% Perc. Range Missing

interquartile observation

A381 6,1295e+005 6,7566e+006 3,5757e+006 0

A27 7,9287e+005 6,1317e+006 1,2935e+006 0

A48 9,2549e+008 1,0611e+009 3,2596e+007 0

A92 8,2049e+005 7,6832e+006 3,8458e+006 0

A214 6,1554e+005 7,2175e+006 2,2038e+006 0

A301 7,4405e+005 8,0727e+006 3,4359e+006 0
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Principal Component Analysis

n=270

Analysis of the eigenvalues of the correlation matrix
Component ProportionCumulative

1 20025 03337 0,3337

2 12191 0,2032  0,5369

3 10704 0,1784 0,7153

4 08720 0,1453  0,8607

5 05132 0,0855  0,9462

6 03228 0,0538 1,0000
Eigenvectors

PC1 PC2 PC3 PC4 PC5 PC6
A381 0,540 0,310 -0,088 -0,258 0,554 -0,481
A27 0,393 -0,331 0,365 0,620 -0,213 -0,416
A48 0,059 0,382 0,846 -0,061 0,128 0,338
A92 -0,365 0,679 -0,018 0,147 -0,382 -0,488
A214 -0,384 -0,430 0,377 -0,536 0,002 -0,488
A301 0,519 0,044 -0,015 -0,487 -0,697 0,073
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Number of Models: 8
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Correlation

Futndin Fesest

Deep Learning Model
Model Metrics Type: Regression

Description: Metrics reported on full training frame

model id: rm-h2o-model-product
frame id: rm-h2o-frame-product
MSE: 2.84807379E12

RMSE: 1431189.2

R*2: ©.5117368

mean residual deviance: 2.0480
mean absolute error: 1124933.8
root mean squared log error: N

ion_model-4
ion_model-4

7379E12
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Status of Neuron Layers (predicting A381, regression, gaussian distribution, Quadratic loss, 2,951 weights/biases, 39.6 KB, 2,780 training samples, mini-batch size 1):
L2 Mean Rate Rate RMS Momentum Mean Weight Weight RMS Mean Bias Bias RMS

Layer Units Type Dropout
1 6 Input ©.90 %
2 58 Rectifier
3 5@ Rectifier

4 1 Linear
Scoring History:

Timestamp Duration
2021-06-20 17:38:46 0.000 sec
2021-06-20 17: 0.049 sec
2021-06-20 17: 0.085 sec
2021-86-20 17: 8.119 sec
2021-06-20 17: 8.151 sec
2021-06-20 17: 0.183 sec
2021-06-20 17: 0.217 sec
2021-86-20 17: 8.252 sec
2021-06-20 17: 0.284 sec
2021-06-20 17: 0.321 sec
2021-06-20 17: 0.367 sec

H20 version: 3.30.8.1-rm9.8.1|

L1

9 0.000010 0.000080 ©.003086 0.082767 0.000000
0 0.000010 0.000000 ©.008652 ©.018992 0.000000

0.000010 ©.000000 ©.000344 0.000197 ©.000000

Training Speed

10808 obs/sec
9642 obs/sec
9529 obs/sec
99088 obs/sec

10158 obs/sec

10188 obs/sec

18216 obs/sec

108236 obs/sec

10296 obs/sec

10112 obs/sec

Epochs Iterations

@.e0000
1. 00000
2. 00000
3.00000
4.00000
5.00000
6. 60000
7.00000
§.00000
9. 00000
10. 00000

] ©.000000
1 270.000000
2 549.000000
3 810.000000
4 1080.000000
5 1350.000000
6 1620.000000
7 1890.000000
8 2160.000000
9 2430.000000
18 2700 .000000

AJH

Samples Training RMSE

8.013451  0.194158 ©.486768 8.825553
-0.003374  0.139512 ©.993265 0.021346
6.823444  0.204346 -0.009679 0.000000

Training Deviance

HNal Nal
1642983.34892 2699394284838.58250
1635576.96143 2675111996771,89758
1578342.82895 2491166@85708.61438
1583731.43088 2568205245159.88238
1523958.49036 2322449430336.88878
1516681.10833 2300321584374.22000
1506930.68211 2278840080674.06450
1468025.31983 21550898339656.24548
1447426.04096 2895042144053.34030
1431189.29427 2048073812150.48448

SSR Journal

Training MAE Training r2

Nal
1300491 .61069
1244762.85022
1209891.52134
1261162.45018
1198178.45722
1188091.42060
1158331.79467
1178467.12183
1126069.82146
1124933.79206

Hall
8.35646
8.36225
8.40610
8.40204
8.44633
@.45160
8.45863
8.48622
8.50054
8.51174
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Predictive ability of Generalized Linear Model, Decision Tree, Deep Learning, Random Forest.

Gradient Boosted Tress - Predictions Chart
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The predictive ability of Gradient Boosted Trees and Support Vector Machine.
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